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Abstract—Today’s health care is difficult to imagine with-
out the possibility to objectively measure various physiological
parameters related to patients symptoms (from temperature
through blood pressure to complex tomographic procedures).
Psychiatric care remains a notable exception that heavily relies
on patient interviews and self assessment. This is due to the
fact that mental illnesses manifest themselves mainly in the way
patients behave throughout their daily life and, until recently
there were no ”behavior measurement devices”. This is now
changing with the progress in wearable activity recognition
and sensor enabled smartphones. In this article we introduce a
system, which, based on smartphone-sensing is able to recognize
depressive and manic states and detect state changes of patients
suffering from bipolar disorder. Drawing upon a real-life dataset
of 10 patients, recorded over a time-period of 12 weeks (in total
over 800 days of data tracing 17 state changes) by 4 different
sensing modalities we could extract features corresponding to all
disease-relevant aspects in behavior. Using these features we gain
recognition accuracies of 76% by fusing all sensor modalities and
state change detection precision and recall of over 97%. This
article furthermore outlines the applicability of this system in
the physician-patient relations in order to facilitate the life and
treatment of bipolar patients.

Index Terms—Smartphones, Mood Recognition, Bipolar Disor-
der, Depression Recognition, Mental Disease Monitoring, Activity
Recognition, Wearable Computing

I. INTRODUCTION

A. Activity Recognition and Mental Disorders Treatment

Bipolar Disorder [1] is a common and severe form of
mental illness. People suffering from this disorder experience
more or less frequent successions of periods of manic, normal
and depressive state. The current standard for determining
the severity of an episode uses subjective clinical rating-
scales based on self-reporting that were developed in the
early 1960s (e.g. HAMD, BRAMS scales) or more recent
variations of them (e.g. BSDS). While the efficacy of these
scales has been proven, they still are a potential source of
subjectivity and additionally require the attendance of a trained
professional. The main treatment currently offered is a life
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of pharmacotherapy, which has to be be modified according
to a patient’s state. Additional substances may have to be
prescribed to increase the prophylactic effect of the therapy.
Even so, the effectiveness of treatment strongly depends on
the timing. Thus, therapeutic measures can be very effective
if administered at the beginning of a patient’s transition into
a different state (e.g. from normal to depressive). They may
be a lot less effective if severe symptoms have persisted for
a significant time. As a consequence, a promising form of
intervention is teaching patients to recognize and manage early
warning signs (EWS). A systematic review of this approach
found that 11 randomized controlled trials (RCTs) involving
1324 patients show the efficacy of interventions that include
EWS self-recognition [2]. However, this involves a very signif-
icant training effort (which is difficult to finance) and strongly
depends on the patients’ compliance and discipline. Thus,
in some cases it can be impractical or even impossible and
therefore it’s usage has limitations.

Cognitive, mental and emotional disorders are an obvious
application field for activity recognition. As the symptoms
of such diseases manifest themselves in changes of behavior
[3], activity aware systems could be used as core instruments
for assisting diagnosis and treatment. Even more, the fact
that psychiatrists currently have few objective and reliable
alternatives, would amplify the value of such a system. Ever
since X-rays have become available, it is much easier to see
exactly how extensive a fracture of a broken limb is and how
best to attend it. On the contrary, most of the time psychiatrists
have to rely on a patient’s subjective recollection of their
behavior. The closest thing to a “measurement” are self-
assessment questionnaires that can be time consuming and rely
on subjective recollections and the patients’ self-perception
only. As a consequence patients often end up visiting the
doctor very late, which makes treatment more difficult and
often leads to the necessity of severe measures and prolonged
hospitalization. On the one hand, this can have a dramatic
impact on the patients life (long sick leaves) and on the other
hand is of costly relevance to the health system.

While the benefit of a more “objective” measurement based
on activity recognition is clear, developing and implementing
such a system is difficult for many reasons. First, having
people suffering from a mental disorder wear complex sensors
on a daily basis is often not practicable. Second, since there are
no reliable automatic diagnostic instruments, getting enough
ground truth for training and testing involves a huge effort
in terms of long running trials involving repeated appoint-
ments with professionals. Finally, the fact that behavior can
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vary strongly on a daily basis, independently of illness-based
effects, makes recognition difficult. As a consequence, very
little work exists on diagnostic work using pervasive sensors
in real world environments.

By overcoming such difficulties, we demonstrate in this
paper how smartphone usage patterns and sensor data can be
used as an objective “measurement device” for aiding psychi-
atric care. By drawing upon real-life data of 10 bipolar patients
(more than 800 sensor traces) we show how the recognition of
the mental state of the patients and the detection of changes
therein can be accomplished to a high degree of accuracy.
We build upon previous work, significantly improving the
entire system by combining more, different sensor modalities
and therefore including different disease relevant aspects of
human behavior. We achieve a state recognition accuracy of
76% (with low variance, ranging from 68% to 81%). For the
change of mental state detection we obtain precision and recall
of about 97%.

B. Related Work
1) Self-assessment of mental disorder symptoms using mo-

bile phones: Smartphones are playing an increasingly impor-
tant role in gauging mental health. For instance, there are apps
designed for self-assessment that can help patients to estimate
and monitor symptoms specific to their ailment, which can
then be shared with psychiatrists. For example, the eMoods
Bipolar Mood Tracker app [4] provides a system that allows
users to input subjective mood ratings daily and monitor them
via an electronic journal. The app can also keep track of hours
of sleep, anxiety levels, and medication use, which are all self-
reported, and can be shared with a family member, caregiver,
or clinician.

A number of other approaches have looked at incorporating
Ecological Momentary Assessments (EMA) in order to gather
patient state at opportune times [5] specifically for anxiety and
eating disorders [6] and also provide Ecological Momentary
Interventions (EMI). In this study, authors stress the use of
external context clues, based on sensor data such as location
and social interaction, to deliver effective interventions. An-
other set of studies that relied on self-monitoring of patients
with severe mental illness (SMI), specifically bipolar disorder
and schizophrenia are presented in [7] and [8]. Authors report
evidence of short-term adherence to and acceptability of
mobile devices, while emphasizing that it is likely impractical
for patients to respond to daily surveys ad infinitum, stressing
that context-awareness of mobile devices and sensor sampling
can provide feedback relevant to detected patterns of behavior.
Similarly, a randomized controlled trial [9] revealed that
while self-reporting and self-assessment of patient state has
a positive effect in increasing emotional self-awareness (ESA)
in patients suffering from depression, anxiety and stress, the
mental health outcomes did not improve significantly. As such,
considering the impracticality of this method for long term
monitoring [7] and patients’ reluctance to log information
[10], there is a clear need to infer patients’ states in an
autonomous manner. Recent trends in this area have been
pointing towards using sensors on smartphones for passive
collection of objective information.

2) Objective monitoring of symptoms of mental disorders:
Objective monitoring consists of smartphone sensors passively
collecting data that can be used to infer patient state. Matthews
et all. [11] outline different aspects in balancing sensing
and patient’s need and describe MoodRhythm, a system for
tracking daily rhythms. There is far less work in automatically
inferring patient state in comparison to self-reported informa-
tion. One possible approach is to develop systems that predict
patient state by using predefined algorithms that are initialized
based on evidence from scientific or clinical knowledge [12],
[13]. This has been the typical approach of systems that
recognize patient activities, where algorithms make inferences
regarding the patient’s status by plugging in sensor data.

3) Wearable Technology in Health Care: The usage of
wearable and pervasive technology in health-care has already
been explored in numerous publications in previous years.
Overviews include [14] and [15]. Specific examples range
from early works about assisting the elderly with cognitive
impairment [16], to more recent works about monitoring
children’s developmental progress using augmented toys and
activity recognition [17]. In the area of mental health the
majority of systems deployed to date focus on supporting
self-monitoring. Systems that provide patient feedback through
questionnaires or text messages are analyzed in [18] and [19].

Other systems, like [20], [21] , and [22] similarly rely
on self-reporting, implemented using smartphone applications.
Burns et al. [20], for instance, introduce an app for mood
prediction of depressive patients. However, it requires constant
interaction and feedback of the patient. Furthermore, ’True-
Colours’ [21] and the “Optimism App” [22] were developed
to log self-reported mood, activities and quality of sleep in
order to monitor depression and state changes. LiKamWa et
al. [23] also display an approach, which infers mood through
analyzing mobile phone usage.

4) Automatic Recognition of Mental State: In terms of
automatic recognition of mental state much less work exists, in
particular work involving real world studies and off the shelf
devices like smartphones. In [24], [25], the usage of an indoor
location system to assess the state of dementia patients is
presented. Massey et al. [26] describe an experimental analysis
of a mobile health system for mood disorders where they
introduce different possible sensors for mood detection, yet
focus on technical aspects like line of sight and reception rate,
optimal coverage and optimal placement of on-body sensors.
Two publications close to the work presented in this article
are the research done by a group from Denmark [27] and
the previously mentioned [20] that introduces a mobile phone
application which employs machine learning models to try to
predict patients’ mood (of depressive patients). Here however,
the ground-truth is fully self-rated, no objective psychological
or psychiatric assessment is performed.

In [27], Frost et al. use a self-developed smartphone appli-
cation to record subjective and objective data from patients
suffering from bipolar disorder. Even though their main focus
lies on self-reported information, in passing they also utilize
coarse objective sensor data (acceleration fragments and phone
call statistics) to try to estimate future shifts of a patient’s
mental state. These predictions are then compared to forecasts
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derived from the self-reporting data. By contrast, our work
goes into far more depth in the area of state classification, also
uses location sensors and sound in addition to acceleration and
instead of social interaction sensing compares the results to
an objective, diagnostic ground-truth on a day to day basis. In
previous works our group has also discussed the basic concepts
of using smartphones for the management of bipolar disorder
[28] and used a smaller (6 patients) data set from a preliminary
experiment to detect correlation between selected sensor data
and self-reported state ( [29] and [30]).

II. STUDY OVERVIEW AND DATA ACQUISITION

A. The Vision - Activity Recognition Assisting Mental Care

After having had numerous discussions with psychiatrists
(see also [28]) and other health care providers we were able
to design a practical and utilizable collaboration of activity
recognition and mental care. Its aim has been to develop
an application based on smartphone behavior and activity
monitoring, usable as an ”objective” measurement that helps
to detect state changes in order to guarantee the availability
of in-time treatment. More specifically, this application should
rely solely on objective sensor data and should not require any
input/feedback from the user/patient. The last requirement is
due to the fact that patients’ feedback is very often subjective
and carries the risk of being biased. Also, the more interaction
asked of the patient, the less compliance can be expected in
the long run.

Considering the usability of the envisioned system some
important aspects should be highlighted here:

1) The recognition results of a system as outlined here are
not meant to automatically trigger medication. There
is no danger that a false recognition would trigger
potentially dangerous wrong medication.

2) Required reaction times are on a time scale of a few days
rather than a single day. In fact, radical change seldom
happens from one day to the next.

Overall the envisioned usage scenario for the recognition
system is to provide daily updates to the doctors and possibly
the patients who would then look at the trend evolving on the
scale of a few days and, if the trend points towards a negative
state change, make sure that an examination is scheduled. This
means that for our work:

1) Change detection is more important than the recognition
of a particular state.

2) Therefore, recognition does not need to be perfect to be
useful.

3) More important than perfect recognition is that the
results are achievable in the real world, in a setting not
only realistic but actually real.

This entails genuine patients and no constraints on where
and how to wear the phone, non-technology-savvy users and
irregular availability of data from different sensors.

B. Data Collection Study

In order to develop a system as described above, capable
of working during every-day life of a patient, it was clear

that real-life traces from actual bipolar patients rather than
artificial, laboratory-derived data would be essential.

Therefore, as a first step, we conducted a challenging real-
world study described in previous publications [29], [31]. Here
only an overview shall be given: During ten months, data was
collected from 10 bipolar patients in a rural area psychiatric
hospital in Austria (12 weeks of data recording per patient).
The amount of patients included in the study was limited
by different factors like hospital resources and availability of
patients fitting to the inclusion criteria (contractually capable,
bipolar disorder diagnosed by ICD 10 classification, age
between 18 and 65+; precondition: willingness and ability
to deal with modern smartphones). Due to privacy reasons,
the selection of patients was entirely done by the ward’s
psychiatrists and their perception of which patient was capable
of dealing with the study’s requirements. For the authors of
this paper there was no way to influence this selection except
for defining the inclusion criteria (for more detail please refer
to [31]).

To provide ground-truth, psychological state examinations
(psychological standard scale tests as HAMD or YMRS) were
frequently performed every three weeks (note that more fre-
quent examinations would have biased the output of the state
examinations). These examinations resulted in state-grades for
each measurement between −3 for severe depression and +3
for severe mania with intermediate steps of depression, slight
depression, normal (0) slight mania and mania. In order to
’cover’ the time between the measurements specifically trained
psychologists talked to the patients over the phone.

Most of study participants started the data collection in a
more or less severe depressive state. Three of the patients
started in a manic phase. All of them underwent one or more
changes (1-3 per patient) in their mental state during the study.
These changes were mainly between two ”adjacent” states
(e.g. depressive-normal or manic-normal). Overall 17 state
changes were recorded.

C. Collecting Data

Each patient was given an Android smartphone running a
logging application developed by our group [29], which was
designed to record all sensor data automatically in the phone’s
background. Concerning data recording, no interaction with
the patient was necessary. At the end of every day the patients
were asked whether they felt comfortable storing the day’s data
(and thus providing it to the researchers). If the patient did not
agree, all data collected during that particular day would be
deleted. Otherwise it would be stored on the SD card. This
protocol was a precondition for the approval of the ethics
board. However, during the entire trial, there was no case of
a patient asking to delete data. The data from the SD card
was copied during the periodic examination and anonymized
to hide the patients’ identity. Clearly in a productive system
the data would need to be transmitted wirelessly at the end
of each day. However, for the purpose of our research the SD
card option was more reliable and allowed us to simplify data
security issues.
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D. Data Quality and Ground-Truth

Even-though described earlier [31] we want to give some
insight about the data quality and amount. Once more it
has to be mentioned that the data collection was performed
during the every-day life of the patients. This means that the
patients could use their phones the way they would normally
use it. The downside of this is that patients were sometimes
switching off sensors in order to save energy or forgot to
charge the battery over night. As a result, the number of
available data is (sometimes significantly) smaller than the
recording period of 12 weeks (84 daily data-sets per patient)
would suggest. Furthermore, for supervised machine learning
approaches requiring training, the number of available days
is reduced even further. As already explained, ground-truth is
only available every three weeks with intermediate telephone-
interviews (total of 5-9 days per patient). Fortunately, we could
draw upon knowledge about patient’s behavior and parallel
self-assessment in order to extend the ground-truth periods.
However, even extended, they do not cover the entire recording
period. Thus, the actual amount of sensor data available lies
between 19 and 71 data-sets per patient per sensor modality.
For more details about ground-truth extension and data quality
please refer to [31],

III. RECOGNIZING THE STATE

A. Relevance of Sensors and Features

Initial experiments [29] and several discussions with the
medical personnel gave us insight into the relative relevance
of different behavioral aspects:

1) Social interaction: The way people interact with others
can vary quite a lot. What people with bipolar disorder
have in common, though, is that in a depressive phase,
the desire and ability for social interaction is reduced,
while during manic phase it is heightened.

2) Physical motion: Patients with depression tend to move
less, move less forcefully and overall slower. The oppo-
site is true for manic patients.

3) Travel patterns: Most people have their travel routines
dominated by a set of places, which they often visit
in a certain temporal pattern. These patterns tend to
change in both depressive and manic states (become
less frequent or more erratic respectively). In addition,
depressive people tend to travel less and be outside less.

Of course this is to be seen as a statistical average and is
strongly person dependent. Some people may move more in
depressive state than others do when manic.

B. Social Interaction for State Recognition

Aspects of smartphone usage characteristic of social interac-
tion are, e.g. behavior related to phone calls or text messages.
Related to this, and also very indicative of mental state, is
sound. For privacy reasons, voice recognition is obviously not
an option, but analysis of pitch, talking speed etc. are very
interesting.

1) Feature Extraction: The first step of any standard
pattern recognition technique is to extract appropriate features.

Phone Call Features: Phone-Call-behavior that has been
recorded includes the length of phone calls, whether phone-
calls were incoming or outgoing and which caller ID numbers
were involved (note that due to privacy reasons the numbers
were anonymized and only the last 4 digits were stored in order
to identify the counterpart). Using this data, the following
features were extracted for each day:
• Number of phone calls
• Total length of calls (sum of call-length per day)
• Average length of phone calls
• Standard deviation of the length of phone calls
• Number of unique numbers

Sound Features This paragraph is a summary of the
feature sets described in our previous work in [32].
We divide the sound features into speech features which
describe the phone call interaction and voice features which
are usually used to detect the emotions from the voice.
Speech Features: The aim is to understand the dyadic com-
munication of the patient with the other person on the line.
Starting from the voice activity detection (voiced speech vs.
unvoiced speech), the speaking segments are created. Using
these segments we are able to differentiate between turns, short
turns and non-speaking segments. Short turns or utterances
are feedback words while someone else is talking, such as
”okay”, ”hm”, ”right”, etc. Non-speaking segments are either
pauses or turns of the counterpart (see [33] for more details).
The following speech features were then calculated on a daily
basis:
• Average speaking length and speaking turn duration
• Average number of speaker turns and short turns/-

utterances
• Standard deviation of speaking turn duration
• Speaker turns per length in minutes and short turns/-

utterances per length in minutes
• % of speaking from the total conversation
Voice Features: The open-source ”openSmile” toolbox [34]

is used to extract the acoustic features. For each frame of the
speech signal (frame length: 25 ms, step size: 10 ms) different
low-level descriptors are calculated: rms frame energy, mel-
frequency cepstral coefficients (MFCC) 1-12, pitch frequency
F0, harmonic-to-noise ratio (HNR), zero-crossing-rate (ZCR).
Then, functionals like mean, standard deviation, extreme val-
ues, kurtosis and more were applied on all frames for each
descriptor. The resulting feature vector was reduced by using
the filter feature selection method. Finally, we end up with the
following voice features:
• kurtosis energy
• mean 2nd and mean 3rd MFCC
• mean 4th delta MFCC
• max ZCR and mean HNR
• std and range F0

2) State Recognition technique: With the features described
above in place, we first attempted to apply standard pattern



IEEE JOURNAL OF BIOMEDICAL AND HEALTH INFORMATICS, 2014 5

recognition techniques to the data to try to identify which
state a patient had been in. As is common with supervised
learning methods, we performed a percentage split on our data-
set, dividing it into 66% training and 33% test samples. The
split was performed randomly. The test-set was re-sampled
to ensure that classes were equally represented. For the actual
classification features were first transformed using a linear dis-
criminant analysis [35]. The classes for the classification were
defined according to the diagnosis provided by psychologists
(depressive, normal, manic with different degrees - up to 7
classes possible), see also II-B.

Afterwards, the Naı̈ve Bayes classifier included in Weka
[36] was used to estimate classes for the test-set. Other
classifiers were tested (k-nearest neighbor, j48 search tree,
conjunctive rule learner), but achieved very similar results. The
entire process above was repeated 500 times in a cross vali-
dation approach with random test/training splits to eliminate
artifacts caused by “lucky” or “unlucky” random selections.

3) Results: Table (I) displays the results of the recognition
with phone-call features and voice (sound). Note that four of
the patients refused to use the study-phone to make phone-
calls. Therefore these patients are not included in the table.

TABLE I
ACCURACY IN % (# OF TOTAL INSTANCES) AND RECALL PRECISION FOR

PHONE, SOUND AND SENSOR-FUSION (CLASSES/STATES: SEE II-B)

Patients PHONE Rec/Prec SOUND Rec/Prec Fusion Rec/Prec
p0102 75(46) 64.4/70.1 66(46) 51.2/40.4 73(46) 58.5/68.0
p0201 62(38) 52.5/53.2 68(32) 60.8/62.0 71(38) 58.7/66.4
p0302 71(60) 62.0/63.6 74(60) 64.5/52.0 71(60) 60.7/65.3
p0602 36(35) 33.9/35.0 76(35) 68.5/78.7 65(35) 57.0/48.0
p0902 68(41) 63.7/65.3 71(41) 68.5/68.5 68(41) 62.3/65.5
p1002 65(37) 78.7/69.4 65(37) 54.0/40.8 65(40) 53.3/41.4
Average 66% 61/58 70% 60/59 69% 52/55

The results are not very satisfying. They show that with
plain classification only phone-call behavior does not provide a
very high recognition rate (only 66% for phone-call behavior).
Classification with voice-features works better (70%), never-
theless even a fusion of both modalities is not able to enhance
the result (only 69%). Even though, as pointed out before,
classification rates do not have to be perfect to be useful in
the outlined context, still, it should be possible to reach better
accuracy.

C. Using Other Sensors for State Recognition

Using other sensor modalities like GPS data or acceleration
has already proven to work sufficiently [31]. Having extracted
different travel patterns and movement features we could
achieve an average recognition accuracy of 70% (acceleration)
- 80% (location). We could show, furthermore, that a fusion of
these two sensor-modalities, even though providing a slightly
lower accuracy as location data alone, enhances the reliability
of the results. This is due to the well known fact, that
classification based on a larger set of data is more reliable than
when the data-set is relatively small. In table II (ACC, LOC,
FUSION A + L) a summary of the results of classification
(70-80 %) and sensor fusion (80 %) including acceleration
data and location data is given.

D. All-In: Optimizing State Recognition

Summing up, classification with GPS and acceleration data
provides better accuracy than simple classification with phone-
call and sound data. Nevertheless, GPS and acceleration only
cover travel patterns and movement but they do not represent
the social behavior aspect at all, which as stated before is a
crucial aspect in addressing bipolar disorder.

Only a fusion of all sensor modalities covers the three
the behavioral aspects described above. The following steps
achieve this:

The previous single sensor classification resulted in a list
of probabilities for all possible classes, for each day, for
each modality (phone, sound, acceleration, and location).
Combining them yielded a final classification for each day data
was available for. The combination process was performed as
follows: For every day where there was only one modality
available, the most probable class of the associated class
probability list was chosen. For every day where more than
one modality provided class estimates, those estimates were
fused using this algorithm:
• For each class, the ratio of training data available for

acceleration and location compared to all training data
was calculated.

• If modality one provided 10 samples of training and
modality two provided 5 samples, the ratio would have
been 0.66 for one and 0.33 for two.

• In order to further penalize little available training data,
these coefficients where then input into a sigmoid weight-
ing function: 1/(1 + e−(coeff−0.5)∗5)

• Finally, the product of estimated class probabilities and
coefficients was calculated for each modality. These vec-
tors of class estimates were then summed up and the
highest rated class picked as winner.

Due to the fact that some data modalities were scarce
(specifically GPS data) the above scheme was chosen in order
to reward results that could rely on a larger amount of data,
which is more trustworthy.

In table II the result of the fusion and a direct comparison
of the recognition and fusion of the different sensor modalities
reveals that even though the recognition and fusion of accel-
eration and location is better than the recognition and fusion
of phone-behavior and sound, the all-in fusion including all
sensor modalities even increases these results slightly (total
of 76 % correct classification). This means that, as assumed
earlier, the combination of social behavior, travel patterns
and movement, by covering different aspects in the patient’s
behavior, optimizes the state detection and provides better
results than single sensors or fusion of only a few sensor
modalities.

IV. DETECTION OF STATE-CHANGES

Having achieved sufficient recognition results the next and
even more important step is to detect changes in state. In the
following section we will introduce detection of a state change
without explicit recognition of the new state. The main idea
has already been introduced in earlier work, yet a summary
will be given here. For more details please refer to [31].
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TABLE II
COMPARISON OF RECOGNITION OF DIFFERENT MODALITIES AND FUSION

OF DIFFERENT MODALITIES AND OF ALL-IN FUSION

(av. # instances) Recall (std) Precision (std) total(std)
PHONE (43) 54.4% (11.4) 37.3% (29) 64.2% (13)
SOUND (43) 61.3% (7.3) 24.2% (31) 69.8% (4.5)

FUSION P + S (43) 58.4% (3.2) 59.0% (11.3) 69.3% (3.5)
ACC (48) 62.9% (7.9) 64.8% (7.8) 71.7% (3.8)
LOC (33) 72.3% (14.5) 76.5% (13.7) 81.7% (6,5)

FUSION A + L (49) 66.3% (11.0) 57.9% (16.6) 75.6% (6.2)
all-in FUSION (49) 65.8% (8.8) 72.0% (12.2) 76.4% (4.1)

A. Method
The difference to the approach in the previous section is that

instead of a classifier that has a model for each state relevant
to the patient, we only build a model of a single ”default
state”. All points falling outside this model are classified as
a “change”. In order to determining the border between in
the model and outside the model (threshold), a set of values
was tested, resulting in the precision/recall graph in figure 1.
This approach is motivated by the considerations that, from
the application point of view, detecting a change of state in
order to trigger a visit to the doctor is a key functionality. The
exact diagnosis is then done by the doctor anyway. Moreover,
the approach of starting with a single default state has the
advantage that it is instantly usable as there is no need to wait
until data for all relevant states has been collected and for 8
out of 10 patients we are dealing with a two state problem
anyway.

B. An optimized State Change Detection
Since, in the state change detection case we are explicitly

building our own probability density functions (PDFs) for the
default state we could use the results of the single sensor state
change detection to perform a more controlled fusion strategy
where the distances to the mean of the initial state distribution
are used as weights to reward/punish results together with the
number of available training points.

In order to complete the picture, the fusion of state change
detection results for the single sensor modalities was applied
in different concatenations of the single modalities (AND,
OR and our own Weighted FUSION). Figure 1 shows that
the recall/precision of the Weighted Fusion concentrates at a
corner at the very right top, meaning that the accuracy of this
modality provides very high results which are stable for all
patients.

The numbers in the result table (table III) reveal, that a
AND concatenation (meaning a state change is detected only
when all sensor modalities detect one) is neither very precise,
nor does it detect many changes (low recall). Obviously, since
features come from four distinct areas, fusing by AND would
imply that behavior changes significantly in all of them at
once, meaning e.g. a patient has to be outside less, call less,
move less and talk differently. Using an OR concatenation,
almost all changes are detected (very high recall) yet there will
be a number of falls alarms (lower precision). By applying the
self-designed Weighted Fusion concatenation both recall and
precision are very high, meaning that almost all changes are
detected and almost no false alarms will occur.
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Fig. 1. Precision/Recall graph of the three concatenation modalities of the
state change detection fusion using different thresholds.

Furthermore, in table III a direct comparison between the
good results of the state change detection with Weighted
Fusion concatenation of acceleration and location from our
earlier work, and the results of the all-in (all sensor modalities
in) Weighted Fusion results is displayed. Once again it is
shown by this table that the best accuracy can be achieved in
fusing all sensor modalities and therefore all disease-relevant
aspects of behavior. Even-though the weighted fusion of only
location and acceleration data provides very good results, the
addition of social behavior, which alone does not provide the
best results, clearly enhances the overall accuracy of the state
change detection further. This once more underlines, what has
been pointed out before, that for a stable recognition and
state change detection it is important to have all behavioral
aspects in mind because various aspects together provide the
best picture of the actual state of the patient.

TABLE III
STATE CHANGE DET. RESULTS OF THE DIFF. FUSION MODALITIES

Recall Precision
A+L weighted Fusion 96.40% 94.50%

All-in AND Fusion 42.87% 61.18%
All-in OR Fusion 92.15% 70.28%

All-in WEIGHTED Fusion 97.36% 97.19%

V. CONCLUSION

The work presented in this article introduces a smartphone
sensor-based system dedicated to facilitating the life of bipolar
disorder patients and supporting their treatment. It incorporates
sensor modalities covering different disease-relevant aspects
of human behavior, but does not rely on self-assessment,
thus providing a less biased and more objective additional
information source to health care professionals. The average
recognition accuracy of 76% must be seen in light of a noisy
ground-truth and the fact that a patient’s behavior cannot be
expected to be fully consistent on a daily basis, as even a
severely depressed person can have a good day. Additionally,
our system does not aim to replace professional expertise, but
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rather supplement it. Considering these aspects, we believe our
results to be very promising.

Even more important, at least from a practical perspective,
is the early detection of changes in a patient’s state. Once
again relying on four different sensor modalities, we achieve
an almost perfect recall and precision of about 97%. This
implies that it is possible to reliably provide early warnings,
in turn facilitating less onerous treatments. Moreover, even if
a false alarm occurred, it would at most result in an unneeded
appointment with a psychiatrist. We explicitly are not aiming
for automatic medication or similar notions.

However, the most valuable achievement of this work is, that
the introduced system has been derived from and validated by
a large, real world data-set (more than 800 days of sensor
recordings), recorded during the every-day lives of real pa-
tients. Additionally, we could show, that the system can handle
irregular availability of data while still providing sufficient
results. In our opinion, this is a significant improvement over
artificial lab settings and qualitative studies.

Furthermore, real-world application of the state change
detection algorithm is almost plug-and-play as it only requires
data of the current state, not all possible states. It can,
therefore, be used without excessive training and labeling
phases. Basically, the system can aid psychologists from a
patient’s first visit on-wards.

To the best of our knowledge, a system like the one
introduced here, which is able to detect early changes in the
state of a bipolar disorder patient and moreover, works under
the constraints of every-day life and does not require long
periods of training and calibration is not yet available. For
this reason, we believe that the work presented could become
a potent tool in supporting the treatment of bipolar disorder.
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Gerhard Tröster studied electrical engineering in
Darmstadt and Karlsruhe (Germany), earning his
doctorate in 1984 at the Technical University of
Darmstadt about the design of analog integrated cir-
cuits. During the eight years he spent at Telefunken
(atmel) Heilbronn, he headed various national and
international research projects centered on the key
components for ISDN and digital mobile phones.
Since 1993 he has been a full professor at the ETH
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